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Abstract

Artificial Intelligence (Al) is becoming increasingly integrated into various aspects of daily life, from
healthcare and finance to social media and law enforcement. While Al has the potential to enhance efficiency
and innovation, concerns about bias within Al systems have emerged. With the public perception of Al bias not
being clear, it becomes crucial that the public can trust these technologies. This knowledge gap can impede the
effective deployment and acceptance of Al systems, potentially leading to public scepticism and resistance.
The study was guided by the following objectives: to explore the public’s perception of Al and to evaluate
the general public’s awareness of Al technologies. The study employed a qualitative research approach by
using software like WhatsApp, Twitter, Facebook, YouTube, Snapchat, and Instagram. The study found that
awareness of Al technologies varies significantly among different demographic groups. Younger individuals
with higher levels of education demonstrated greater awareness of Al and its applications. Higher awareness
of Al bias correlated with lower levels of trust in Al technologies. A considerable portion of the public is
aware of the concept of Al, though the depth of understanding differs. Trust in Al technologies varied based
on the type of Al application. The study also found that media exposure plays a significant role in shaping
public perception. Those who consume more news and media content related to Al have a more nuanced
understanding of its benefits and risks. Individuals who had direct interactions with Al technologies, such as
chatbots, exhibited different levels of trust compared to those who had not. The public expressed concerns
over the transparency and accountability of Al systems, leading to varied trust levels depending on how
transparent and understandable Al processes are perceived to be. The study found a complex relationship
between awareness and trust, where increased awareness of Al’s potential biases led to increased scepticism
or greater trust due to a better understanding of how these issues are being addressed. The study recommends
the need for an increase in public education to enhance public understanding of Al technologies, including
their benefits, risks, and potential biases. The research encouraged Al developers to adopt transparent
practices, such as clearly explaining how Al systems make decisions and what data they use. Transparency
can help build trust by demystifying Al processes. There is a need to create platforms for public engagement
and feedback on Al technologies. Involving the public in discussions about Al development and deployment
can help address concerns and build trust.

Keywords: Artificial Intelligence, public perception, technologies, public, transparency, accountability of
Al systems.
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Introduction

Artificial Intelligence (Al) is rapi-
dly transforming various aspects
of human life, from healthcare
and finance to social media, law
enforcement, and academia. De-
spite its growing presence, public
perception and awareness of Al
technologies vary widely. Un-
derstanding these perceptions is
crucial for guiding policymaking,
ensuring ethical Al deployment,
and fostering trust between Al
developers and users. This study,
guided by the Technology Ac-
ceptance Model (TAM), explo-
res the public’s perception of Al
and evaluates the general public’s

awareness of Al technologies.
The research is particularly rele-
vant for countries like Zimbabwe,
where Al is on the rise, to fill the
knowledge gap regarding Zim-
babweans’ perceptions and awa-
reness of Al technologies. The
study aims to address the incre-
asing integration of Al into daily
life and the importance of public
trust, given concerns about Al
bias. The objectives of this study
are to explore the public’s per-
ception of Al and to evaluate the
general public’s awareness of Al
technologies.
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Historical Background of Artificial Intelligence

Artificial Intelligence (Al) is rapi-
dly transforming various facets of
human life, from healthcare and
finance to social media, law en-
forcement, and academia. Despite
Al being viewed as omnipresent,
public perception and awareness
of Al technologies vary widely.
Understanding these perceptions
i1s necessary to guide policyma-
king, guarantee ethical Al deploy-
ment, and foster trust between Al
developers and users. This study
explores the public’s perception of
Al and evaluates the general pu-
blic’s awareness of Al technolo-
gies. The research is necessary for
countries like Zimbabwe, as Al is
on the global rise; hence, it will fill
in the knowledge gap regarding
Zimbabweans’ perceptions and
awareness of Al technologies.

Artificial Intelligence (AI) has a
rich history, rooted in the quest to
create machines that can simulate
human thought and behaviour. Its
evolution can be traced through
various milestones spanning cen-
turies of theoretical speculation,
scientific exploration, and techno-
logical advancements [Hou et al.,
2025]. The concept of Artificial
Intelligence predates the deve-
lopment of modern computers. In
ancient Greek mythology, there is
a depiction of mechanical beings,
such as Talos, a giant bronze robot
that was forged by Hephaestus,
the god of fire and forge, to protect
the island of Crete from invasion
[Fleck, 2018]. Bates [2024] asser-
ts that in the 17th century, mathe-
maticians such as René Descartes
and Gottfried Wilhelm Leibniz
speculated on creating systems
that are capable of mechanical re-
asoning, laying the groundwork
for Al concepts.

The formalisation of logic and
computation theory marked the
early steps toward Al. Alan Tu-
ring, often regarded as the father
of computer science, introduced
the concept of a “universal ma-
chine” in 1936 that could perform
computations similar to a modern
computer [Daylight, 2015]. Du-
ring World War II, Turing’s work
on breaking the Enigma code hi-
ghlighted the potential of machi-
nes to process information. The
term ““Artificial Intelligence” was
coined in 1956 during the Dart-
mouth Summer Research Project
on Artificial Intelligence, organi-
sed by John McCarthy, Marvin
Minsky, Nathaniel Rochester,
and Claude Shannon [van Assen,
2022]. This event is widely regar-
ded as the official birth of Al as
a field of study. Researchers ai-
med to create machines that could
“think™ like humans, solving pro-
blems and learning from data.
Early Al programmes, such as Lo-
gic Theorist (1956) and General
Problem Solver (1957), showca-
sed the potential of machine rea-
soning. Early optimism in Al led
to high expectations, but progress
was hindered due to limitations
in computational power, a lack
of large datasets, and insufficient
funding. This period, known as
the “Al Winter,” saw reduced in-
terest and investment in Al rese-
arch [van de Sande et al., 2022].
However, foundational work con-
tinued, particularly in machine le-
arning, knowledge representation,
and expert systems.

According to Deng [2018], Al
experienced a renaissance in the
1990s due to developments in
computing power, the improve-
ment of the internet, and the avai-
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lability of larger datasets. Machine
learning algorithms, particularly
neural networks, began to realise
significant success. Notable mile-
stones include IBM’s Deep Blue
defeating chess champion Garry
Kasparov in 1997. The explosion
of big data and improvemen-
ts in Graphics Processing Units
(GPUs) augmented the develop-
ment of Al [Deng, 2018]. Deep
learning, a subset of machine le-
arning, enabled breakthroughs
in natural language processing,
computer vision, and robotics. In-
novations like Google’s AlphaGo
defeating world Go champion Lee
Sedol in 2016, and the rise of vir-
tual assistants like Siri and Alexa,
demonstrated AI’s potential in
everyday applications. The rapid
advancement of Al has sparked
discussions on its ethical implica-
tions, including privacy concerns,
job displacement, and the need for
responsible Al governance [Ca-
milleri, 2024]. These discussions
have become central to ensuring
that Al development aligns with
societal values and human well-
being. The historical trajectory
of Al illustrates a journey from
philosophical musings to a tran-
sformative technology shaping
the modern world [Deng, 2018].
While the field has faced chal-
lenges, ongoing innovations and
interdisciplinary efforts continue
to push the boundaries of what
Al can achieve, offering profound
possibilities for the future. The pu-
blic’s perception and acceptability
of Artificial Intelligence (Al) have
evolved, shaped by technological
advancements, media portrayals,
and societal experiences. Camil-
leri [2024] notes that while some
view Al as a transformative force,
others approach it with sceptici-

sm, often driven by ethical, eco-
nomic, and existential concerns.

In the initial stages of Al deve-
lopment, mostly in the 1950s
and 1960s, there was excitement
about AI’s potential. Researchers
and the public projected a futu-
re where machines could solve
complex problems and contribute
to the everyday lives of humans.
The Dartmouth Conference of
1956 embodied the spirit of op-
timism, with scientists believing
that human-level intelligence in
machines could be achieved wi-
thin a few decades [McCarthy et
al., 1956]. However, these high
expectations were tempered by the
technical challenges of creating
a truly intelligent system. There
was a gap between public aspira-
tions and the practical realities of
Al research that eventually led to
the “Al Winter” of the 1970s and
1980s, during which enthusiasm
faded, and funding for Al projects
declined [Minsky, 1991].

The resurgence of Al in the 1990s,
prompted by improvements in
computing power and the suc-
cess of systems like IBM’s Deep
Blue, reignited public interest in
Al. Ensmenger [2012] notes that
in the 1990s, Al was viewed as
a tool designed to solve specific
problems like playing chess or
diagnosing medical conditions.
Through this pragmatic focus, Al
became more acceptable to the
public, as its applications were
viewed in a complementary sen-
se rather than as a threat to human
capabilities [Brynjolfsson and
McAfee, 2017].

Contemporary Views: Mixed Perceptions

Al is widely accepted in fields like
healthcare, where it improves dia-
gnostics and treatment outcomes.
A survey by the Pew Research
Centre [2018] found that 63% of
Americans viewed Al as a tool for
societal improvement, particularly
in medicine and education. Issues
such as privacy, bias, and accoun-
tability have made some segments
of society sceptical about Al. The
Cambridge Analytica scandal in
2018, which involved the misuse
of Al-driven data analysis, hei-
ghtened concerns about the po-
tential misuse of Al technologies
[West, 2018]. Trust in Al systems
remains a key determinant of pu-
blic acceptability. Studies show
that people are more likely to
accept Al when they understand
how it works and perceive it as
being transparent and fair [Shin,
2020]. Lack of transparency often
leads to fears of manipulation or
misuse, as seen with algorithmic
decision-making in hiring and law
enforcement.

“Digital natives,” as the younger
generations are referred to, tend to
have higher levels of trust and ac-
ceptance of Al compared to older
individuals, possibly due to grea-
ter exposure to technology. Cultu-
ral factors play a role in whether
societies accept or are mistrustful
of Al; for instance, societies with
a strong emphasis on technologi-
cal innovation, like Japan, view
Al more favourably than those
with a more cautious approach,
such as some European countries
[Vinuesa et al., 2020]. Accepta-
bility of Al has been shaped by
perceived benefits and risks that
have been observed at different
points in history. Fast and Horvi-
tz [2017] note that while optimi-
sm in the early days gave way to
scepticism during the Al Winter,
contemporary Al applications
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have led to a more nuanced pu-
blic view. Ensuring ethical practi-
ces, transparency, and equitable
benefits is crucial for fostering
long-term acceptance of Al tech-
nologies. Al has been described
as a double-edged sword, offering
significant benefits while raising
concerns about ethics, privacy,
and job displacement [Brynjolfs-
son and McAfee, 2017]. Althou-
gh Al has increasingly integrated
into everyday technologies such
as virtual assistants and auto-
mated customer services, public
awareness of its capabilities and
limitations remains inconsistent.
Moreover, trust in Al systems is
critical to their adoption, as users
are less likely to engage with te-
chnologies they do not trust [Shin,
2020]. Studies have shown that
perceptions of Al often hinge on
media portrayals, which someti-
mes exaggerate its capabilities or
potential risks [West, 2018]. This
can lead to both inflated expecta-
tions and unwarranted fears. By
exploring public awareness and
perceptions, this research contri-
butes to a deeper understanding of
how society interacts with Al and
identifies opportunities to enhan-
ce education and communication
around its use.

Artificial Intelligence (Al) has be-
gun to make significant inroads in
Africa, transforming healthcare,
agriculture, education, and finan-
ce. Notwithstanding its potential
to address the continent’s deve-
lopmental challenges, the accepta-
bility, public perception, and trust
in Al technologies vary accor-
ding to regions and demographic
groups. Al development in Africa
has primarily been driven by te-
chnological innovations tailored
to local challenges. Al-based dia-
gnostic tools for healthcare, pre-
dictive models for agricultural



yields, and natural language pro-
cessing for indigenous languages
have demonstrated Al’s poten-
tial to improve the quality of life
[Cisse et al., 2020]. South Africa,
Kenya, Nigeria, and Rwanda are
emerging as leaders in Al adop-
tion, supported by investments
in innovation hubs and partner-
ships with international tech firms
[World Bank, 2022]. However,
the continent of Africa still faces
challenges that include inadequa-
te digital infrastructure, limited
access to high-quality data, and
a lack of skilled Al professionals.
These factors have slowed down
the pace of Al adoption compared
to other regions of the world [Bri-
ght and Hruby, 2020].

The acceptability of Al in Afri-
ca is influenced by its relevance
to local contexts. Al solutions
that address pressing socio-eco-
nomic issues have garnered sup-
port in areas of healthcare access
and agricultural productivity. For
instance, in Rwanda, the use of
Al-powered drones for delivering
medical supplies has been widely
praised for improving access to
essential services in remote areas
[Zipline, 2021]. Al-driven mo-
bile applications for diagnosing
plant diseases have been readily
accepted by smallholder farmers
in Kenya and Uganda, demon-
strating the technology’s utility
in agriculture [AGRA, 2020].
However, the lack of public awa-
reness and understanding of Al
remains a barrier. Many people
are unfamiliar with how Al works
and its possible benefits, leading
to scepticism in some communi-
ties [Adebayo et al., 2021].

Public perceptions of Al in Afri-
ca have been shaped by a mix
of optimism, apprehension, and
curiosity. Most people in Africa
view Al as a tool for leapfrogging
developmental gaps. Al’s ability

to provide cost-effective, scalable
solutions for healthcare, educa-
tion, and agriculture is widely
appreciated [Bright and Hruby,
2020]. There have been concerns
about job displacement, data pri-
vacy, and ethical issues that have
tempered this optimism. For
example, the automation of tasks
in the financial sector has raised
fears of unemployment, particu-
larly among young people. The
growing interest in Al is evident
among Africa’s youth, with an
increasing number of young pe-
ople participating in Al-focused
hackathons, coding boot camps,
and innovation hubs [World Eco-
nomic Forum, 2021].

Trust in Al technologies is a criti-
cal factor for adoption in Africa.
There is growing trust in Al so-
lutions that demonstrate tangible
benefits, but there are concerns
about transparency and accoun-
tability, with many users unsure
about how Al systems make de-
cisions, especially in critical areas
such as loan approvals and me-
dical diagnoses [Adebayo et al.,
2021]. Users are also concerned
with data sovereignty, questio-
ning the storage and use of Afri-
can data by international com-
panies, raising issues about data
privacy and security [Makulilo,
2019]. Cultural relevance is also
a concern because Al systems that
fail to account for cultural and lin-
guistic diversity are less trusted,
particularly in rural areas where
traditional practices still dominate
[Cisse et al., 2020].

To enhance trust and acceptabili-
ty, African governments, organi-
sations, and developers must pri-
oritise public education by raising
awareness about Al technologies
and their benefits through com-
munity engagement and educa-
tional campaigns, developing fra-
meworks to ensure transparency,
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accountability, and fairness in Al
systems, and creating Al systems
tailored to African languages, cul-
tures, and socio-economic con-
texts to increase relevance and
usability. Al has immense poten-
tial to drive sustainable develop-
ment in Africa, but its acceptabili-
ty, public perception, and trust are
contingent on how well techno-
logy aligns with local needs and
values. Addressing barriers such
as public awareness, ethical con-
cerns, and infrastructure gaps will
be crucial for maximising Al’s
impact on the continent.

There has been a gradual uptake
of Al in Zimbabwe, particularly
in sectors like healthcare, agri-
culture, and finance. Key deve-
lopments in healthcare have seen
Al-powered tools being used to
enhance diagnostics and stre-
amline healthcare delivery. For
example, mobile health applica-
tions are leveraging Al to provide
health information and connect
patients to medical professionals,
such as Plus263Health and Period
Tracker [Mutambara et al., 2023].
In agriculture, Al-driven solutions
are being introduced to improve
farming practices. These include
predictive analytics for weather
forecasting and crop management
tools that help farmers optimise
yields in the face of climate change
[FAO, 2022]. In financial services,
Fintech companies in Zimbabwe
(Ecocash, Sasai, Onemoney, Te-
lecash) are adopting Al for credit
scoring, fraud detection, and per-
sonalised financial solutions. This
has improved access to financial
services for previously underser-
ved populations [Reserve Bank of
Zimbabwe, 2022]. Despite these
advancements, the lack of vigo-
rous digital infrastructure, limited
Al expertise, and insufficient go-
vernment policies remain signifi-
cant barriers to Al development in
Zimbabwe [Mawere, 2021].

The acceptability of Al in Zim-
babwe is closely tied to its per-
ceived relevance to the country’s
challenges, where Al solutions ad-
dressing healthcare and agricultu-
re have seen relatively high levels
of acceptance due to their direct
impact on livelihoods. For instan-
ce, Al-driven chatbots providing
farming advice are widely used by
small-scale farmers [FAO, 2022].
In contrast, Al adoption in other
areas is slower due to low levels
of digital literacy and public awa-
reness about technology. Many
Zimbabweans remain unaware or
do not have enough information
about what Al entails, which li-
mits its acceptance beyond niche
applications [Mawere, 2021].

Public perceptions of Al in Zim-
babwe are shaped by a mix of op-
timism and scepticism, with many
Zimbabweans viewing Al as a
probable tool for solving develop-
mental challenges. Young people,
particularly in urban areas, are
enthusiastic about the opportuni-
ties Al could create in education,
entrepreneurship, and job mar-
kets [TechZim, 2023]. However,
there is widespread scepticism
in Zimbabwe, where the benefi-
ts of Al are not immediately ap-
parent. Concerns include fear of
job losses due to automation and
a lack of trust in Al systems that
are perceived as opaque or biased
[Mutambara et al., 2023]. Zim-
babwean society, particularly in
rural areas, is deeply rooted in
traditional practices. This cultural
orientation sometimes leads to re-
sistance to adopting technologies
like Al that are seen as foreign or
incompatible with local customs
[Mawere, 2021].

Trust in Al systems in Zimbabwe
is influenced by the availability of
transparency and accountability,
where many users are hesitant to
trust Al systems due to a limited
understanding of how they work.
The lack of clear guidelines on
the ethical use of Al exacerbates
this issue [Reserve Bank of Zim-
babwe, 2022]. Concerns about
data protection and misuse are
significant, particularly in the fi-
nancial and health sectors. The
absence of strong data protection
laws undermines public trust in
Al applications [Mawere, 2021].
Al systems tailored to local lan-
guages and contexts are more tru-
sted. Efforts to develop Al tools
in indigenous languages, such as
Shona and Ndebele, have impro-
ved acceptance among users [Mu-
tambara et al., 2023].

To improve public trust and the
acceptability of Al in Zimbabwe,
stakeholders must enhance pu-
blic awareness through education
campaigns and community enga-
gement initiatives that can demy-
stify Al and highlight its benefits.
They should also develop ethical
Al policies by establishing regu-
lations that promote transparency,
fairness, and accountability in Al
systems, and foster local innova-
tion by encouraging local develo-
pers to create Al solutions tailored
to Zimbabwe’s socio-economic
and cultural contexts, which will
enhance relevance and trust.
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As Al technologies continue to
gain prominence globally, there
remains a limited understanding
of how populations in developing
contexts, such as Zimbabwe,
perceive and engage with the-
se technologies. This study thus
becomes significant, as Al de-
velopment in Zimbabwe holds
immense potential to address
pressing developmental challen-
ges, but its acceptability and trust
depend on how well the techno-
logy is integrated into local con-
texts. Building public awareness,
addressing ethical concerns, and
creating locally relevant solutions
are critical steps toward maximi-
sing AI’s impact in Zimbabwe.



Technology Acceptance Model (TAM)

The study is guided by the Te-
chnology Acceptance Model
(TAM), which explains how users
come to accept and use techno-
logy [Davis, 1989]. TAM posi-
ts that perceived usefulness and
perceived ease of use are the two
main factors influencing users’ at-
titudes toward technologies such
as Al For this study, public per-
ception of Al aligns with percei-
ved usefulness, while awareness
of Al technologies corresponds to
perceived ease of use. This fra-
mework helps contextualise how
awareness and perceptions in-
fluence trust and adoption.

The Technology Acceptance Mo-
del (TAM), introduced by Davis
[1989], is a widely recognised
framework for understanding
user acceptance of technology.
When Fred Davis developed the
framework, “the main aim was
to predict and explain the attitu-
de and behaviour of individuals
towards new and emerging tech-
nologies in organisational settin-
gs” [Mutelo 2025:5731]

TAM posits that two key factors
influence an individual’s decision
to accept and use technology:
Perceived Usefulness (PU)—the
degree to which a person belie-
ves that using the technology will
enhance their performance or pro-
vide benefits; and Perceived Ease
of Use (PEOU)—the degree to
which a person believes that using
the technology will be free from
effort. These factors influence at-
titude towards use, which in turn
impacts behavioural intention
to use and ultimately the actual
usage of the technology. TAM is
particularly relevant in exami-
ning public perception of Al, as it
helps explain how awareness and
trust shape Al adoption. Mutelo
[2025:5732] maintains that:

“From the perspective of user
acceptance, TAM can be used to
explain the extent to which PU
and PEOU influence an indivi-
dual’s attitude, intention to use,
and eventually, actual system
use. The framework is often
used due to its clarity, predicti-
ve power, and ease of applica-
tion across different technolo-
gies and settings. The approach
emphasises individual percep-
tions over technical features.
This makes the framework a
key model in human-compu-
ter interaction and technology
adoption research generally.”

The Technology Acceptance Mo-
del provides a robust framework
for understanding how public
awareness and trust influence Al
adoption. By addressing factors
such as perceived usefulness, ease
of use, and trust, stakeholders can
enhance public perceptions of Al,
fostering greater acceptance and
integration of Al technologies
into everyday life.
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Methodology

Given the rising importance of di-
gital platforms in shaping public
opinion, online ethnography offe-
red a rich, unobtrusive method for
capturing real-time public discour-
ses on Al. The study made use of
a qualitative research approach,
employing online ethnography,
which creates data through com-
puter-mediated social interaction
like X, formerly known as Twitter;
Facebook, YouTube, Snapchat,
Instagram, and WhatsApp [Ward,
1999]. The data were collected
from September 2025 to Decem-
ber 2025. The researchers sought
and joined eight relevant groups
on computer-mediated social inte-
raction over mobile phones to di-
scuss issues of Al. As for YouTube,
Instagram, and Snapchat, the rese-
archers depended on the commen-
ts that were posted by subscribers/
followers of the researchers’ ac-
counts. Data were analysed thema-
tically using NVivo. The following
ethical issues were observed: onli-
ne safety, digital well-being, cyber
protection, voluntary participation,
anonymity, confidentiality, and the
right to withdraw.

Findings
Awareness of AI

The study revealed that most
participants had some familia-
rity with Al, primarily through
applications such as virtual assi-
stants on smartphones and chat-
bots. However, some participan-
ts expressed uncertainty about
what Al entails, indicating gaps
in basic awareness. The findin-
gs highlight a disparity between
familiarity with AI applications
and understanding of its broader
implications. This aligns with
previous studies suggesting that
public knowledge of Al is often
superficial [Shin, 2020]. The dep-
th of understanding of Al differed
among the respondents, with the
use of Al on social media (Wha-
tsApp) and chatbots being very
high compared to other platforms
that are more technical, like pro-
ductivity tools and finance.

Perceptions of AI

Participants  expressed mixed
feelings about AI. While some
viewed Al as beneficial, parti-
cularly in healthcare and in im-
proving diagnostics and patient
outcomes, others expressed con-
cerns about the potential for Al to
replace human practitioners, par-
ticularly in industries like manu-
facturing, customer service, and
transportation. The concern is that
automation will lead to economic
hardship for those unable to find
new roles that require different
skills. Most social media platfor-
ms revealed a significant influen-
ce of worry about privacy and data
security. Scholars like Fast and
Horvitz [2017] and Brynjolfsson
and McAfee [2017] describe Al as
offering significant benefits while
raising concerns about ethics, pri-
vacy, and job displacement. Mu-

tambara et al. [2023] further note
the need for Al systems tailored
to local languages and contexts to
be more trusted and improve ac-
ceptance among users. One com-
mentator from Instagram reported
that “Al will soon surpass human
control, threatening humanity if
not properly managed.”

The study found that perceptions
of Al are largely influenced by
demographics like age and geo-
graphical location. Most social
media platforms reported that
the younger age group is fami-
liar with Al, reporting its perso-
nal benefit to their education, in
contrast to the older generations,
who showed a lack of familiarity.
The findings point to generatio-
nal and educational differences in
awareness, suggesting that targe-

An artist’s illustration of artificial intelligence (AI). This image depicts how Al can help humans to understand the complexity of
biology. It was created by artist Khyati Trehan as part of the Visualising Al project launched by Google DeepMind. On Unsplash
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ted educational initiatives could
bridge the knowledge gap in Al
In support, Shin [2020] points out
that awareness can improve when
people understand how Al works
and perceive it as being transpa-
rent. Shin [2020] and West [2018]
further point out that media por-
trayals also need to be addressed,
as they exaggerate their capabili-
ties or potential risks. One respon-
dent had this to say: “The young
generation is quick to adopt new
Al tools and technological ad-
vancements as they continuously
integrate Al with their daily lives
and work.”

The research also noted that per-
ceptions were influenced by geo-
graphical location in Zimbabwe,
with most urban residents repor-
ting high levels of familiarity with
Al compared to their rural coun-
terparts. Young urban residen-
ts perceive Al as beneficial and
accessible, reflecting the TAM
proposition that higher perceived
usefulness and ease of use con-
tribute to more positive attitudes
towards technology. Upon further
probing, the study also found that
rural residents were not familiar
with Al due to unstable or unavai-
lable internet connectivity. One
commentator from Facebook re-
marked: “In rural Zimbabwe, the-
re are infrastructure challenges,
with most rural areas having no
electricity, let alone WiFi.”

Perceptions were also reported to
be influenced by the media, which
is a powerful lens through which
individuals view and interpret the
world. From traditional news out-
lets to social media, the content
people consume shapes their be-
liefs, attitudes, values, and even
their understanding of reality. The

research further noted that in most
rural areas, people had access to
radios compared to their urban
counterparts, who were more
exposed to multimedia access.
In agreement, one commentator
from Facebook made this remark:
“Media has more influence than
explicitly what it tells people, but
also how it frames information,
what it chooses to highlight, and
what it omits.”

Trust in AI

Trust levels were moderate, with
participants citing transparency,
reliability, and ethical alignment
as key factors influencing their
trust in Al systems. Younger parti-
cipants showed higher trust levels
compared to older individuals,
possibly due to greater exposu-
re to technology. The study fur-
ther noted that many people are
sceptical of Al systems that make
decisions impacting their lives,
especially when they cannot ful-
ly comprehend how the decisions
are being made. Trust in Al is
shaped by perceptions of its relia-
bility and ethical use, consistent
with the TAM framework. One re-
spondent from Snapchat indicated
that: “There is general fear over
the storage of personal data, whi-
ch raises a lot of questions about
privacy and security.”

There were mixed feelings
towards familiarity with how Al
works or its potential benefits
and risks, leading to either exag-
gerated fears or misplaced trust.
The respondents felt there was a
knowledge gap between the reali-
ty of Al and public understanding.
Most people don’t understand
how AI works; their imaginations
often fill in the blanks with narra-
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tives drawn from science fiction,
sensationalised media reports, or
worst-case scenarios. One respon-
dent from X alluded: “For an ave-
rage person, who may not have a
background in computer science,
statistics, or machine learning,
comprehending the intricacies of
algorithms, neural networks, and
data processing can be daunting.”

Lack of understanding of how Al
processes data can lead to mistrust
issues. Most comments from so-
cial media reflected the view that
interaction with technology is seen
as a malicious attempt to track and
control individuals. This creates
scepticism and fear about the re-
liability of Al. One respondent in-
dicated: “...even experts may find
it difficult to fully explain how
certain outcomes are achieved.”

The respondents expressed con-
cern over errors that can be made
by Al due to biased data. Some
of the respondents viewed this as
potentially leading to the belief
that Al is inherently unreliable or
prone to catastrophic failures, un-

dermining trust even in beneficial

applications. While some of the
respondents were concerned about

who would be held responsible if
Al made a mistake or caused harm,
this lack of clarity about accounta-
bility raised significant concerns.
One respondent had this to say:
“People are unsure who should
be responsible for AI’s ability to
make decisions that could conflict
with human values and ethics.”

Recommendations

Taking into account the signi-
ficant difference in the level of
Al awareness among population
groups—in particular, the diffe-
rence between young, more educa-
ted people and other demographic
categories—the research highly
recommends the implementation
of mass education programmes to
increase the general awareness of
artificial intelligence. Such efforts
must not only explain what Al is
and how it works but also discuss
the implications of Al in society,
such as the benefits that may ari-
se, the ethical issues that may
come about, and the truth about
the existence of algorithmic bias.
Such educational activities would
decrease unjustified distrust and
increase constructive engagement
with Al technologies.

To overcome the transparency
issue raised by the population
regarding Al decision-making,
the paper suggests that develo-
pers and organisations should
use transparent Al development
methods. This involves open ac-
cess explanations of Al systems’
functioning, the information they
are based on, and output creation,
particularly in high-impact areas
such as healthcare, finance, and
law enforcement. Moreover, the
more users believe that Al systems
are comprehensible and that their

logic can be explained, the more
they feel in control, with percei-
ved ease of use and perceived use-
fulness being directly supported.
This kind of openness is not only
an ethical mandate but a commen-
dable means of developing trust
and reducing resistance based on
doubt or fear of the unknown.

Given that global Al systems are
often unsuccessful at capturing
local contexts, the study also sug-
gests that local Al technologies,
which are culturally and lingui-
stically sensitive to African po-
pulations, should be built. Al to-
ols that consider local languages,
norms, values, and user expecta-
tions in their design will be less
likely to be viewed as irrelevant,
unusable, and unhelpful. This lo-
calisation can increase perceived
usefulness and ease of use, which
are major factors in the Technolo-
gy Acceptance Model, as, inste-
ad of imposing alien systems on
users, Al applications are more
sensitive to the realities of users
in their daily lives. Such cultural
congruence can, in turn, promote
enhanced acceptance and long-
term interaction among different
populations in Africa.

Lastly, the paper also recom-
mends that a strong ethical gover-
nance framework for Al should
be established that is inclusive
and context-dependent. This fra-
mework must entail multi-sta-
keholder cooperation—for exam-
ple, governmental agencies, civil
society, technologists, and the
general population—to establish
guidelines on fairness, accounta-
bility, data security, and bias re-
duction. Notably, this governmen-
tal framework should be sensitive
to local demands and based on the
actual experiences of local users.
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As ethical oversight is part of the
Al lifecycle, societies would be
able to anticipate issues of ac-
countability and transparency in-
troduced by Al at the most funda-
mental levels, which would help
them enhance trust and build an
environment where Al is not me-
rely a technologically advanced
device but a socially acceptable
and valued idea.

Conclusion

The study concludes that while
public awareness of Al technolo-
gies is growing, significant gaps
remain in understanding its full
scope and potential. Perceptions
of Al are shaped by a combina-
tion of personal experience,
media influence, and societal
narratives, with trust being a
pivotal factor for its adoption.
The findings highlight a disparity
between familiarity with Al
applications and an understan-
ding of their broader impli-
cations. To address these issues,
stakeholders must prioritise edu-
cation, transparency, and ethical
considerations in Al development
and deployment. The study re-
commends public education ini-
tiatives to enhance public under-
standing of Al technologies,
transparent Al development pra-
ctices, and the development of Al
systems tailored to local langua-
ges and cultures to increase
relevance and usability. Future
studies could explore longitu-
dinal changes in public perce-
ption as Al becomes more em-
bedded in Zimbabwe’s economy
and public services.
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